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ABSTRACT

We present angular size measurements of 18 oxygen-rich Mira variable stars. These data are part of a long
term observational program using the Infrared Optical Telescope Array (IOTA) to characterize the
observable behavior of these stars, Complementing the infrared angular size measurements, values for
variable star phase, spectral type, bolometric flux, and distance were established for stars in the sample; flux
and distance led to values for effective temperature {Tggp), and linear radius, respectively. We are able to
define an effective temperature versus spectral type scale for Mira variables that we compare to the
temperature scales for K and M giants and supergiants. Tggr's and linear radii for these stars are shown to
lie between approximately 2100 and 3200 X, and 200 and 600 R, respectively. Relationships among the
Mira variable parameters are explored for significant trends. Notably, the phase dependence of Tggp is
shown to follow simple expectations, and examination of the radius—T'grp relationship yields a plansible
description of the V and K band light curves of these stars. A simple examination of the oscillation mode
of the stars in the sample does not strongly suggest either fundamental or first-overtone oscillation as the
primary mode of oscillation. This conclusion differs from that recently presented by Haniff ef al. (1995),
who argue that Mira variables are all first-overtone pulsators. We discuss some possible reasons for the
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different conclusions between the two studies. © 1996 American Astronomical Society.

1. INTRODUCTION

The recent development of interferometric methods at op-
tical and infrared wavelengths has provided the astronomical
comumunity with more than an order of magnitude increase in
spatial resolution over direct imaging techniques. Using the
Infrared Optical Telescope Array (IOTA, see Carleton et al.
1994 and Dyck et al. 1995), we have recently begun a pro-
gram of high-resolution, K-band observations of Mira vari-
able stars. Mira variables figure prominently in our observing
strategy, since these stars are large and bright at infrared
wavelengths. Using crude estimates of surface temperatures
and the observed total fluxes it is estimated that more than 70
such stars have blackbody angular diameters in excess of 5
milliarcseconds {mas), easily resolvable targets for the cur-
rent generation of Michelson interferometers. However, only
six JHK band diameters for five of these stars have been
published in the literature (Ridgway et al. 1979; Di Giacomo
et al. 1991; Ridgway er al. 1992); the data on the 18 stars
presented in this paper more than triple the existing sample
of measured angular diameters for Mira variables at near-
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infrared wavelengths, More importantly, this large sample
allows for more detailed analyses of the behavior of these
stars.

Recent models of Mira variables have attempted to re-
solve important questions regarding the pulsation mode,
mass loss, and evolution of these stars. The pulsation mode
remains a currently unresolved issue; depending upon initial
assumptions, models supporting both fundamental mode os-
cillation {Willson & Hill 1979; Hill & Willson 1979; Wood
1990) and first-overtone oscillation (Wood 1974; Tuchman
et al. 1979; Perl & Tuchman 1990) have been constructed.
Atternpts to reconcile the models with observations have
produced results in support of both fundamental mode (Can-
nizzo et gl, 1990) and first-overtone pulsation (Tuchman
1991; Barthés & Tuchman 1994; Haniff, Scholz & Tuthill
1995). In addition to addressing the question of oscillation
mode, stellar evolution questions, such as the connection of
Mira variable star mass loss rates to planctary nebula forma-
tion, have also been explored (Tuchman et al. 1979).

It is by means of direct observation of the angular sizes of
Mira variables that we may be able to provide unique insight
into these questions. For example, recent studies at optical
wavelengths (Haniff ef al. 1995, hereafter referred to as
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HS&T) have attempted to infer the mode of pulsation from
the diameter data. Additional information in the form of bo-
lometric flux estimates will yield further information, such as
effective temperature, the scale for which is not particularly
well established for this class of stars. Also, our angular size

measurements and derived quantities have implications re- -

garding the nature of mass loss and evolution among Mira
variables. An investigation of mass loss evolution by Bowen
& Willson {1991) used indirectly-inferred values for steilar
radius and effective temperature, both of which are more
directly obtained in this investigation.

Carbon-rich, oxygen-rich, and S-type Miras are all being
observed at IOTA as a part of our ongoing high-resolution
program; in this paper we present only the observations of
the oxygen-rich variety. Operations at IOTA producing these
results are discussed in Sec. 2, detailing source selection and
observation. In Sec. 3 the procedures used in establishing the
stellar parameters for the stars observed are discussed; the
parameters include phase, spectral type, bolometric flux, an-
gular size, effective temperature, and linear radius. These
parameters are in turn examined for significant interrelation-
ships in the discussion of Sec. 4. Under the assumption of the
validity of the period—mass—radius relations developed by
Ostlie & Cox (1986), the IOTA data collected on the Mira
variables observed in this program do not strongly indicate a
particular oscillation mode. This result differs substantially
from the results of a comparable study by HS&T, who con-
clude that Mira variables are first-overtone pulsators; we dis-
cuss the implications of these differences in Sec. 4.

2. OBSERVATIONS

The data reported in this paper were obtained in the X
band (A=22 pm, AN=0.4 pm} at IOTA, using the 38 m
baseline. Use of IOTA at 2.2 gm to observe Mira variables
offers three advantages: First, effects of interstellar redden-
ing are minimized, relative to the visible {Az=0.11 A;
Mathis 1990); second, the effects of circumstellar emission
are minimized shortward of 10 um (Rowan-Robinson &
Harris 1983), and; third, the X-band apparent uniform-disk
diameter of Mira variables is expected to be close to the
Rosseland mean photospheric diameter (see the discussion in
Sec. 3.3). The interferometer, detectors, and data reduction
procedures have been described more fully by Carleton ef al.
(1994) and Dyck et al. (1995). As was previously reported in
these papers, starlight collected by the two 0.45 m telescopes
is combined on a beam splitter and detected by two single-
clement InSb detectors, resulting in two complementary in-
terference signals. The optical path delay is mechanically
driven through the white light fringe position to produce an
interferogram with fringes at a frequency of 100 Hz. Subse-
quent data processing locates the fringes in the raw data and
filiers out the low- and high-frequency noise with a square
filter 50 Hz in width. Recent software and hardware upgrades
to the computers driving the interferometer and collecting
the data have resulted in a improved data collection rate to
1500-2000 fringe packeis per might. On the best nighis
we can observe 20 science sources and an equal number of
calibrators.
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Observations of target objects are alternated with obser-
vations of unresolved calibration sources to characterize
slight changes in interferometer response, due to both seeing
and instrumental variations. Raw visibilities are determined
from the amplitude of the interferogram at the white light
fringe position, normalized by the incoherent flux from the
star. An estimate of the noise is obtained from a similar
measurement made in the data string outside the region of
coherence; the noise estimate is used in obtaining a weighted
average of the visibility data, which is typically taken in sets
of 50 interferograms. The raw visibilities of the target ob-
jects are then calibrated by dividing them by the measured
visibilities of the calibration sources, using the calibration
sources as samples of the interferometer’s point response.
Calibration sources were selected from V-band data available
in The Bright Star Catalog, 4th Revised Edition (Hoffleit
1982} and K-band data in the Caralog of Infrared Observa-
tions (Gezari et al. 1993), based upon angular sizes calcu-
lated from estitnates of bolometric flux and effective tem-
perature; calibration souwrce visibility was selected to be at
least 90% and ideally greater than 95%, limiting the effect of
errors in calibrator visibility to a level substantially below
measurement error.

Mira variables observed for this paper were selected
based wpon a number of criteria. Stars needed to be bright
enough in V and X to be detected by both the star trackers
and the InSb detectors; the current limits of the IOTA inter-
ferometer dictate V<8.0 mag and K<<5 mag (though for ob-
servations at all airmasses and seeing conditions, we require
K<22.5 mag). The Mira variables needed to be at a declina-
tion accessible to the mecbanical delay available for a given
evening. This is because the difference in delay between the
two apertures, which can range from —30 to +20 m, de-
pends upon source declination and hour angle, Since only 4.6
m of this range is accessible at any time, observing is con-
strained to a specific declination bin about 10° wide on any
given night. The stars also needed to be of sufficient esti-
mated angular size to be resolved by JOTA. Mira phase was
not a factor in target selection; hence, our fargets represent
Miras at a variety of phases, from visible light maximum to
minimom.

Eighteen oxygen-rich Mira variables were observed at
IOTA during three observing rnms in June, July, and October
of 1995. The visibility data for the two detector channels
have been averaged and are listed in Table 1, along with the
date of the observation, the interferometer projected baseline,
the stellar phase, and the derived uniform disk angular size;
the latter two points are discussed further in Sec. 3. Our
experience with the FOTA interferometer (Dyck et al. 1996)
has demonstrated that the night-to-night rms flactuations in
visibility data generally exceed the weighted statistical error
from each set of interferograms; we have characterized these
fluctuations and use the empirical formula

0.0509
e e e 1)
youmber of nights
to assign the “‘external’’ error. The interested reader should
see Dyck ef al. (1996) for a more complete discussion. Fi-
nally, visibility data were fit to uniform disk models to obtain
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TaBLE 1. The observed data.

Star Pld] Date £ [m) 4 ¢ Gyp[mas]
R Aql 2834 G5 Jun 10 36.24 0.3255 0.90 10.76+0.6}
. 95Junll 3576 03437
950ct06  33.85 01657 031 13.62+0.72
RAgr 3878  9STulll 3151 01404 034 14.95:0.93
95Tulil 2948 02125
950ct07 3315 01540 057 14.06x0.72
RAu 4574  950ct03 3516 03050 008 11.06£0.58
950ct04 3491 03522
950ct05 3592 03146
RCss 4308 950ct04 3527 01285 08 13.55+0.95
950ct05 3630  0.1273
TCas 4450 950ct04 3533 01835 030 12.81:0.66
SHer 3085 95Mml07 3650 07914 081 485117
95hl08 3696  0.8630
UHer 4064 95Jm10 3684 02998 003 10.65+0.79
95hm13 3694 03797
XOph 3316 95Jul07 3553 01289 037 12.97+0.60
95Jul08 3659  0.1535
950ct07 3411 02571 £75  1230:0.76
SO 4134 950ct06 3386 03313 056 1054068
950ct07 3296 05149
UOd  37k4  950ct08 3824 02480 097 11081057
RPeg 3773  95Jul07 3665 03908 090 10.18:0.40
95Jut08 3684 03109
950ct06 3449 04199 013 9724067
950c107 3450 05116
SPeg 3200 O5Jul08 3658 05766 028 7.90+0.72
950ct06 3401 07294  0.56 632095
: 950c107 3400 07712
UPer 3224 950c104 3555 07763 055 584078
950c105 3602  0.7358
RSer 3554 9SJ07 3650 04873 032 856058
95Jui08 3689  0.5429
XAur 1640 950004 3458 11506 0.62 Unresolved
ZCet 1852 9500106 3237 09998 092 Unresolved
RYILyr 3266 950c108 3826 10858 037 Unresolved
RPer 2101  950Qct05 3700 11585  0.03  Unresolved

1. Standard nightly error is &, = 0.0309.

an initial angular size &y . These uniform disk diameters and
their estimated errors, derived from the uncertainty in the
visibilities, are also listed in Table 1.

We note that typically a single point was utilized in cal-
colating the uniform disk diameter &y . For the stars in cur
sample, the visibility data were all at spatial frequencies, x,
shortward of the first zero of the uniform disk model,
|27,(x}/x|. HS&T noted that the uniform disk model was
not a particularly good model for visible-light data for Mira
variables; rather, the data were a better fit to a simple Gaus-
sian. Although we do not currently have multiple spatial fre-
quency data for any Mira variables, we expect that the de-
partures from a uniform disk model will not be as great at 2.2
M as it is at visible wavelengths. This expectation is based
upon our unpublished 2.2 um data for & Her, a supergiant
star expected to have the same order of atmospheric exten-
sion as do the Mira variables. A comparison of our data with
visible o Her data (Tuthill 1994} indicates that the departures
from a wniform disk visibility curve are present in the visible
but not the infrared. Thus we assume that to first order, a
uniforin disk model will also fit the Mira data; a slight cor-
rection to the derived angular sizes to account for this as-
sumption will be discussed in Sec. 3.3. In this case, a single
spatial frequency point will uniquely and precisely determine
the angular diameters for visibilities in the approximate
range 0.25=<V=(.75. If there are significant differences be-
tween the brightness profiles for supergiants and for Mira
variables then this assumption will be invalid; this point may
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only be addressed by detailed multiple spatial frequency ob-
servations of the visibility curves.

3. STELLAR PARAMETERS
3.1 Phase

The phases of the Mira variables observed were estab-
lished by means of two sources. Periods were initially ob-
tained from The General Catalog of Variable Stars, 4th Edi-
tion (GCVS, Kholopov et al. 1988). However, since the zero
phase date in the GCVS at the epoch of the observations was
no less than 11 cycles old for our sample stars, visual bright-
ness data available from the Association Francaise des Ob-
servateurs d'Etoiles Variables (AFOEV) was utilized in es-
timating a recent zero phase date (Schweitzer 1995); for one
star (R Peg), data from the American Association of Variable
Star Observers (AAVS0) was utilized for this purpose (Mat-
tei 1995).

As an additional cross check, Fourier analysis (as dis-
cussed in Scargle 1982 and Horne & Baliunas 1986) of the
AFOEV data also provided period information, but using
light-curve data which was more recent than that found in
the GCVS. The periods from the GCVS and the AFOEV -

~ analysis agreed at the 1% level, corresponding to an average

difference in period of 194. With the agreement in periods,
the zero phase estimate was the larger uncertainty in phase
determination, although this uncertainty was still small, av-
eraging 6% with a median of 3%5. Periods, determined from
Fourier analysis of the AFOEV data, and phases, from
AFOEV and AAVSO data, for each of the Mira variables are
presented in Table 1.

A3.2 Spectral Type & Bolometric Flux

Bolometric fluxes {(Fpq;) of the Mira variable stars were
estimated from a relationship between Fpop, 2.2 um flux
{F) and spectral type, as established by Dyck et al. (1974).
In order to obtain bolomefric fluxes, K magnitudes were first
estimated from the incoherent flux levels present in the
TIOTA data. We obtained our standard star photometric cali-
brations using the X-band measurements found in the Two
Micron Sky Survey {Neugebauer & Leighton 1969) for our
nonvariable point-response calibration sources. No airmass
corrections were applied since the calibrators were observed
at nearly identical airmasses as the Mira variables. In all
cases the bolometric fluxes were obtained from the absclute
K fluxes through the observed relation between
log(F y/ Fyop) and spectral type (Dyck ef al. 1974), a rela-
tionship that requires the phase dependent spectral type for
the star. We note that the log(F g/ Fpey)-spectral type rela-
tionship also has a firm theoretical basis and may be seen in
the “‘infrared flux method’* calculations carried out by
Blackwell & Lynas-Gray (1994). No reddening corrections
were applied to obtain the bolomeiric fluxes. These were
deemed unnecessary since the typical magnitude of the cor-
rections, Amx=0.10 mag {calculated from the empirical red-
dening determination of Mathis 1990), is less than the rms
K-band error, €;=0.15 mag. The spectral types for the Miras
were obtained from the mean observational data of Lock-
wood & Wing (1971) (hereafter referred to as L&W) and
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TaBLE 2. Bolometric fluxes and spectral types.

Star Date Kty Faoster Spectral
[magi (10" erg/om’s] Type
RAQL 95 Jun 10  -0.84x0.04 383.0+55.5 Ms.5
095 0ct06  -0.77:0.03 316.4+45.1 M8.2
RAQR 95Hhlll ~1.0130.10 399.2+68.5 M8?
95 0ct07  -0.7420.30 311.3£103.0 M8?
RAUR  950ct03  -0.79:0.02 365.8:+51.5 Mé6.5
XAUR  950ct04 3.8310.14 5.3+1.1 M6
RCAS  950ct04  -1.2930.13 447.4:85.2 M98
TCAS  950ct04  -0.98:0.06 411.4:62.4 M7
ZCET  950et06 2.97+0.05 12.51.8 M35
SHER 95 Jul 07 1.47:0.11 43.1£7.6 M7
UHER 95hm10  -0.43:£0.02 240.8+33.9 M7.5
RYLYR 950ct08 2.79+0.09 12.4+2.1 M7.5
XOPH  95Jul0? -1.03+0.10 402.0+68.9 M8.2
950ct 07  -L.05:0.10 414.2+71.0 Mg
5 ORI 95 Oct 06 0.11+0.01 130.5£18.2 M9
UCRI  950ct08  -0.52+0.02 233.2£32.8 Mg.8
RPEG 95 Jul 07 0.50+0.06 98.2+14.9 MB.2
950ct 06 -0.1840.08 208.6+33.5 M6.5
SPEG 95 Jul 08 1.36+0.51 50.5426.7 Mé.5
95 Oct 06 1.450.04 40.5£5.9 MS82
RFER  950ct05 4.02+0.19 4,8+1.1 M5
UPER  950c104 ~0.97+0.05 64.4£9.5 Mg
RSER  95Jul 07 -0.15+0.07 186.1x29.0 M735

References for spectral types in Table 2 are from Lockwood & Wing
(1971) and Lockwood (1972).

Lockwood (1972); the cycle-to-cycle repeatability of the
phase-dependent spectral types was examined and found to
be roughly *+0.25 of a subclass. Spectral types, K magni-
tudes and bolometric fluxes are given in Table 2. The errors
in the X magnitudes are the standard deviations of the indi-
vidual measurements on a given night. From the observed
scatter in the F/Fpop relationship we estimate an rms error
of *13% in Fpq from the use of the K magnitude; we
estimate a further uncertainty of £5% in the absolute cali-
bration (Blackwell & Lynas-Gray 1994). The estimated error
for Fpqy, in Table 2 is the quadrature sum of these contribu-
tions.

It is also worthwhile to point out that over the range of
spectral types in question (M5-M9.8), the log(Fx/FaoL) Vs
spectral type relationship is nearly flat, making the determi-
nation of Fynp robust despite possible inaccuracies in spec-
tral type. An error of two full subclasses results in only a
14% difference in the determined F g ; we shall see (in Sec.
3.4) that this results in only a 4% difference in the deter-
mined effective temperature. A good example of this is R
Aqr, which, at phases of 0.34 and 0.57, did not have a spec-
tral type listed in Lockwood (1972); the range of phases
covered for that star in that paper only runs from 0.00 to
0.16. Stars showing similar phase-spectral type behavior in
the Lockwood paper at the phase range of 0.00-0.16 (R Aq],
T Cas, RU Cyg, X Oph) exhibit a spectral type of roughly
M38=1 at a phase of 0.58. Hence, even though a speciral type
was not directly available for R Aqr at the phase at which it
was observed, a reasonable estimate for its Fpop was still
possible.

3.3 True Angular Diameter

In order to estimate effective temperatures, the uniform
disk diameters in Table 1 needed to be converted to stellar
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diameters corresponding to the non-uniform extended atmo-
spheres of the Mira variables. For our purposes here, we used
the model Mira atmospheres discussed in Scholz & Takeda
(1987) (hereafter referred to as S&T). We note that the S&T
models do not account for the time for both shock com-
pressed material and material expanding between shocks to
return to radiative equilibrium. These regions, with
T>>Tpyang and T<<Tp,4p,, respectively, can alter the bright-
ness distribution profile and consequently alter the ‘‘true”
angular sizes derived from the uniform disk diameters. Dy-
namical atmosphere calculations have the potential to resolve
these concerns {e.g., Bowen 1988; Bowen & Willson 1991);
however, center-to-limb brightness profiles are not yet avail-
able for such calculations. The missing physics in the models
has the potential to make for poor agreement between angu-
lar sizes derived at different wavelength bands; as we shall
see in Sec. 4.5, this is indeed the case. Noting these con-
cerns, for our purposes here we shall use the S&T models as
a sufficient expectation of the intensity distribution across
the disk of a Mira variable.

Using the disk intensity distributions given in S&T for
their X3500 and X3000 models, visibility curves were com-
puted for these model stars and cormpared to visibilities for
uniform disks. The X3500 and X3000 models of S&T are
one solar mass, solar element abundance Mira variable stars
with maximum temperatures of 3500 and 3000 K, respec-
tively, Other intermediate-temperature models were referred
to in S&T (X3350 & X3200) but, since infensity distribu-
tions for these models are not explicitly given, they were not
utilized in our analysis. In their discussion of model Mira
atmospheres, S&T adopt a radius corresponding to the alti-
tude at which the Rosseland mean opacity equals unity, a
convention that shall also be used in this paper.

Qur procedure, then, is to convert our uniform disk angu-
lar diameters to the corresponding Rosseland mean angular
diameters. First, a 2.2 um uniform- to limb darkened-disk
scaling factor, Ry p/Ryp, was calculated by comparing vis-
ibitity curves of uniform disk and S&T’s limb darkened-disk
intensity distributions; R p/Ryp typically resulted in an in-
crease (on average 23%) in calculated size. Second, a limb
darkened- to Rosseland disk scaling factor, Rg/Rp. was
given in S&T; Rg/Ryp typically resulied in a decrease {on
average 17%) in calculated size. For 2.2 gm uniform disk
diameters, the net Rp/Ryp scaling factor is close to unity;
this result is consistent with theoretical expectations {Willson
1986). The Ry/Ryp scaling factor has been computed for
each of the four Mira models used from S&T (X3000 &
X3500, minimum & maximum for each).

Stars between a phase of 0.25 and 0.75 were considered to
be at minimum; stars between 0.00-0.25, and 0.75-0.99
were considered to be at maximurn. Since, as we shall see in
Sec. 3.4, there was not a clear separation between the derived
ternperatares, the X3000 and X3500 scaling factors were av-
eraged together. For the maximum light models, the X3500
and X3000 Rg/R yp values were 0.97 and 0.99, respectively,
{a negligible difference) which were averaged to a maximum
light scaling factor of (0.98. For the minimum Iight models,
the R/ Ry, values were 1.05 and 1.17, resulting in a scaling
value of 1.11; we note that a full difference of 0.06 (the
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TABLE 3. Mira variable effective temperanires.

Star Date Model  Scaling  fitep(mas]  Tuode K]
RAQL 95hm10 MAX 098 10.54+0.60 3189+147
95Q0ct 06 MIN 111 15.12+0.80 2539+113

RAQR 95Julll MIN Ll 16.56:+1.03 1568+136
950ct 07 MIN 111 15.61+0.80 24854215

RAUR 950¢t03 MAX 098 10.8430.57 3105£137
RCAS 950ct04 MAX 0.98 13.28+0.93 2954174
TCAS 950ct04 -MIN 111 14.2240.73 2795+128
SHER 95ml07 MAX 098 4.76£1.15 2749+:354
UHER 95Jm10¢ MAX 0098 10.43+0.78 2855:146
XOPH 95Jul¢7 MIN Ll 14.40:0.66 27624134
950ct07 MAX 0958 12.06+0.74 3041+160

SORI 950ct06 MIN L1l 11.70£0.75 2313£110
VORI 950ct08. MAX 098 10.86+£0.56 2776121
RPEG 55hg7 MAX 098 9.98:0.39 2333100
950ct06 MAX 058 9.53+0.66 2881+153

SPEG 95mi0g MIN  i.ll 8.77+0.80 2107+295
950ct06 MIN 1.1 7.02:1.05 22354186

UPER 950ct04 MIN LIl 6.49+0.87 26041199
RSER 95Jl07 MIN 1.i1 9.50+0.64 2804+144

difference between 1,11 and the Rp/Ryp values for the two
minimum light models} in scaling factor results in only a 3%
change in the resultant value of Tpgr. The corrected angular
diameters are listed in Table 3, along with the assumed mul-
tiplicative factor to convert uniform disk diameters to Ros-
scland mean diameters and the S&T models from which they
were derived.

The largest scaling factor, Rp/Ryp(MIN}=1.11, results in
only a 5% change in the resultant value of Tgge. Thus, in-
troduction of the uniform disk/Rosseland mean disk scaling
factors constitutes merely a perturbation upon the final effec-
tive temperature; however, for completeness, they have been
included in this study. The analyses found in the next section
have been performed with the size scaling noted in this sub-
section. However, as a cross check, each analysis was re-
peated without the scaling prescribed by the S&T models,
and the gross trends found in the results were unchanged (see
Sec. 4.3 for an illustration of this point).

We also note that some consideration was given to the
possibility of departures from spherical symmetry in these
variable stars. As has been observed in visible light observa-
tions of Mira variables (Karovska er al. 1991; Haniff er al.
1992; Wilson et al. 1992), these stars can be considerably
elongated, possessing up to a 20% difference between semi-
major and semiminor axes. However, this effect appears to
diminish at ionger wavelengths: In Karovska et al., a 18%
difference at 533 nm is accompanied by only a 7% difference
at 850 nm. These observations, which were made witha4 m
telescope, will have marginal resolution at the longest wave-
length so that the observed decrease in the asymmetry may
be the result of loss of resolution. Since the symmetric or
asymmetric nature of these stars has at this time not been
specifically quantified at 2.2 um, we have been unable to
specifically account for it. The reader should be aware of the
potential for this effect to introduce spread in our sample of
angular sizes, though it is our expectation that its magnitude
will be less than the etrors in the data set. We will return to
possible effects of asymmetries in Sec. 4.5.

2151
TabLE 4, Mira variable linear radii.
Star Date_ ftemas] Dipcl Dfpel D(pc Digyfpei ReeyfRa]
RAgl 95Junlh  10.54:0.60 200 190 198:17 22424
950ct06  15.82+0.80 200 190 198£17 321233
RAqr  95JIlIl  1659+1.03 200 230 2206 39643
95Qct07  156[+080 200 230 LI 37238
RAur 950ct03 10842057 260 260826 03]
RCas 950ct04 13282093 186 230 187217 267430
TCas 950ct04 14.22:0.73 240 150 253223 386x40
SHer  95Jl07 476115  59¢ 590112 302493
UHer 95Jun?0  10.43:0.78 350 360 352431 395446
XOph 95H107 14.40:0.66 270 THES1 418482
950107  12.06:0.74 270 270451 350470
SO 950a106 11.70<0.75 410 480 422437 $30458
UOd 950ct08 10.86:0.56 260 240 255423 298431
RPeg  95Jul07 9.95:03% 400  4LD 408436 43742
950c106  9.53:0.66 400 410 408236 41847
SPeg  95Jul08 B.77:080 640  6EO 616155 58074
950c106 7.02:1.05 640 6l0 616455 465481
UPer  95Cct4  6.49:0.87 440 440x44 307251
RS&r 951107 0.50¢0.64 330 390 373233 38142

! Jura & Kleinmann (1992); ® Wyatt & Cabo (1993); * Young (1995}

3.4 Effective Temperature

The stellar effective temperature Tpgp 15 defined in terms
of the star’s luminosity and radius by L=47oR*Tix. Re-
writing this equation in terms of angular diameter and bolo-
metric flux, a value of Tgre was calculated from the flux and
Rosseland diameter using

14
F BOL) _

Tepe=2341X | —7— 2
R

the units of Fpo are 10 % ergfem® s, and g is in mas. The
error in Ty is calculated from the usual propagation of
errors applied to Eq. (2). The measured Tgge’s are given in
column 6 of Table 3, and are found to fall in the range
between 2100 and 3200 K.

3.5 Linear Radius

As with many types of variable stars, Mira variables ex-
hibit a period—luminosity relationship, as first suggested by
Gerasimovic (1928). Later work confirmed this relationship
{e.g., Clayton & Feast 1969), although in the visible the re-
lationship shows a lot of scatter. To overcome this handicap,
methods for determining Mira variable luminosity have been
expanded to include both the visible and the infrared (Celis
1980, 1981, 1984; Cahn & Wyatt 1978; Wyatt & Cahn 1983;
Robertson & Feast 1981; Feast et al. 1989; Jura & Klein-
mann 1992, hereafter referred to as J&K). Distances to the
Miras in onr sample could be estimated by a number of sta-
tistical approaches: The period—mass—luminosity relation-
ship developed by Cahn & Wyatt (1978); The infrared
period—luminosity relationship developed by Feast ef al
(1989) as modified by J&K and; the color—absolute magni-
tude relation of Celis (1980) as applied by Young (1995).
J&K give no estimates of the errors in the distances. Using
the uncertainties in the constants for the infrared period—
luminosity relationship given by Feast ef al. (1989), we es-
tablished an average uncertainty of 19% in the J&K dis-
tances. For the Wyatt & Cahn (1983) distances, we adopt an
uncertainty of 10% in these distances, following the authors’
suggestion. For distances from the method of Celis (1980),
Young (1995) adopted an uncertainty of 19%; we have
adopted this error estimate as well. In Table 4 we have sum-
marized the distances from the three methods and given our
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TasLE 5. Previous angular size observations of Mira variable stars.
Star Date P (d) ¢ Spectrat Ref X Ref Fy, 8,, Ref A A4 Scaling 6, Teer D R
Type [10°  [mas] [um)  [um] fmas] [K] fpc] /[Rof
erg/em’s]
o CET 08/21/90 3318 085 MR85 1 -220 1 138744 3704 4 220 040 098 3630 2371 89 346
o CET 09/19/90 331.8 094 Mé65 1 -260 1 266817 3593 4 220 040 098 3522 2835 89 336
RLEO 05/02/90 313.7 0.21 M7 1 -265 3 159299 33.00 5 2.16 0.04 1.11 36.63 2443 101 398
SPSC 12/02/76 4111 092 M65 2 244 3 1293 384 6 223 014 098 376 2288 %18 3N
UARI 09/03/77 372.0 049 M3 2 148 3 3857 611 6 162 042 100 6.11 2360 620 407
VV SGR 08/24/77 401.5 197 3 3051 521 6 1.62 0.42 1.00 521 2410 700 392
VV SGR 05/24/78 401.5 197 3 3051 499 6 217 0.03 1.00  4.89 __2.488 700 375

1. Lockwood & Wing 1971; 2. Lockwood 1972; 3. Gezari e al. 1993; 4. Ridgway er al. 1992; 5. Di Giacomo et al. 1991;

6. Ridgway er al. 1979

adopted distance and estimated error. The final estimated dis-
tance and its error is an average of the independent estimates
tabulated, weighted by the errors just discussed.

For the Feast et al. (1989) distances taken from J&K, we
note two concerns: First, following the suggestion of Wood
(1990) conceming LMC versus Milky Way metallicities,
J&K argue that local stars are intrinsically fainter at K by
0.25 mag, and modify Feast et al.”s M z— P relationship ac-
cordingly; and second, Feast ef al.’s single line fit for the
Mg~ P data ignores an “‘elbow’ in the data at approxi-
mately log P=2.6, a comer which is also evident in LMC
Mira data of Hughes & Wood (1990). Explicit examination
of the Feast et al. data indicates that true X magnitudes for
the longer period variables, including those at the comer, are
potentially brighter than those indicated by the simple single
line fit. For Mira variables with log P=2.57, which is the
average value for the stars in our data set, the actual K mag-
nitudes are potentially brighter by 0.25 mag. Countering the
first concern is the argument by Willson et al. (1996) that the
assumption that local Mira variables are fainter is incomect.
However, the net effect of these two concerns is to cancel
each other out, and they are listed herein merely for the sake
of completeness. Considering the possibility of these two
concerns not completely canceling, the worst case would be
a change in K magnitude of the full 0.25 mag, resulting in a
difference of 12% in distance, well within the error bars
already assigned to the Peast e¢f al. distance estimates,

We note that we will ultimately be addressing the ques-
tion of the pulsation mode (see Sec. 4) for the Mira variables
in our sample, Two of the methods for computing the dis-
tance (the period—mass—luminosity and the infrared period-
luminosity relationship) are dependent upon initial assump-
tions about the pulsation mode; however, the mean color
method developed by Celis (1980) is not. Where there is
overlap among the methods, it may be seen from Table 4 that
the agreement of the three methods is good. The rather un-
related methods of Celis (1980) and Wyatt & Cahn (1983)
shows an average random difference of 20%, comparable to
the errors given, with a maximum difference of 46% in the T
Cas estimates. Hence, for the purpose of further discussion,
we assume that the effect of an assumption about the pulsa-
tion mode produces only minor changes in the distance scale.

Once distances to these stars were established, linear radii
were then calculated by means of simple geometry. The sizes

estimated for these stars are consistent with grossly extended
stars in their postgiant evolutionary stage and are in the ex-
pected 200-600 R range (see Hill & Willson 1979; Tuch-
man ef al. 1979; Wood 1974). Not listed in Tables 3-5 are '
two stars which were unresolved, X Aur and Z Cet. Unsur-
prisingly, the distances for these stars are much greater than
for the resolved sources, both being at approximately 950 pe.
The mean Mira size, 376 Ry would be only 3.7 mas at a
distance of 950 pc, well below the smallest observed angular
size of 4.85 mas. Even the maximum observed size, 580 R,
would still be only partially resolved (5.7 mas) with the pro-
jected baselines at which these stars were observed.

3.6 Previously-published Data

As mentionzd in the introduction (Sec. 1), six infrared
angular size measurements for five stars have been pub-
lished. We have applied the same reduction procedure dis-
cussed in Sec. 3 to the previously published data and have
listed the results in Table 5. Errors are not listed in Table 5
but are of the same order as the our own data. Stellar param-
eters derived from these observations are in good agreement
with our own results. For specific stars, there are the follow-
ing pertinent points:

o Cet (Mira). Observations of this star with the IR Mich-
elson Array (IRMA) were published as a single epoch mea-
surement (Ridgway et al. 1992), but for the purpoeses of this
paper, we have separated the data into two epochs: 8/21/90
(¢=0.85) and 9/19/90 (¢$=0.94). We note that the phases
calculated for these two epochs were incorrectly listed in
Ridgway et al. (1992). Spectral type and K band flux for
Mira was estimated from phase-dependent values given in
L&W, Size scaling of the star’s uniform disk angular diam-
eter fyp to Rosseland diameter &, was calculated as dis-
cussed in Sec. 3.3; this scaling is different than the scaling
applied in Ridgway er al. (1992), but is consistent with ex-
pected scaling (Ridgway 1996; Haniff 1996). Distances for
Mira can be found from trigonometric parallax (van Altena
et al. 1991) and also from the other indirect estimates (Wyatt
& Cahn 1983; Jura & Kleinmann 1992); a weighted average
of these measurements was utilized as a reasonable estimate
of the true distance of Mira.
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R Leo. This star was observed by Di Giacomo et al.
{1991) via lunar occultation. Spectral type was determined
from phase-dependent values given in L&W and the K-band
magnitude was estimated from Gezari et al. (1993). A dis-
tance estimate to R Leo was computed by taking a weighted
average of values found in Wyant & Cahn (1983); Celis
(1984), van Altena etal. (1991), and Jura & Kleinmann
(1992). We note that Tgye and R were determined from the
published 6 by the methods presented in Sec. 3; compared
to the values determined independently by Di Giacomo et al.
(1991), they agree to within 1% and 5%, respectively.

8 Psc, U Ari, VV Sgr. The angular diameters for these
stars were determined by Ridgway ef al. (1979) by Iunar
occultation, with VV Sgr being observed iwice (1977 August
24 & 1978 May 24). Determination of the phase of VV Sgr
was not possible; light-curve data was not available, and the
zero epoch data in the GCVS was 50+ cycles old. Spectral
types for S Psc and U Ari were determined from phase-
dependent values given in L&W and Lockwood (1972); the
K-band magnitude for each of the three stars was estimated
from values in Gezarn et al. (1993). The U Ari observations
were in the J band; a 1.6 um 6y, to &5 scaling factor was
calculated using the pertinent data from S&T, using the
method discussed in Sec. 3.3. For both of the observations of
VV Sgr, a scaling factor of 1 was employed since determi-
pation of phase was not possible. A distance estimate to S
Psc was found in Onaka ef al. (1989), who used their method
of modeling dust shell spectra; distance estimates of U Ari
are in Wyatt & Cahn (1983); Jura & Kleinmann (1992). A
distance estimate to VV Sgr can be found in Nguyen-Q-Rieu
et al, (1979}, who utilized the period-mean maximum visnal
absolute magnitude relationship found in Clayton & Feast
(1969) and Foy et al. (1975); however, the indicated value of
1375 pc results in a linear diameter more than a factor of 2
larger than diameters for other Mira variables of the same
type. Alternatively, we may estimnate its distance from the
distances derived for the other stars in the sample, under the
crude assumption that all Miras have equal X luminosities.
This method results in a distance of 700 pc which produces a
more consistent value for the radius; we adopt this value for
the remainder of the discussion.

4. DISCUSSION
4.1 Relationships among the Derived Quantities

Now that we have established values for the basic prop-
erties of phase, spectral type, bolometric flux, effective tem-
perature, and radivs for the Mira variables we observed, we
will investigate possible relationships between these basic
stellar parameters. We must stress that treating the Mira vari-
ables as identical stars is a crude assumption; however, we
are attempting to investigate the gross behavior of these
similar stars. We also note that, aside from radius, these pa-
rameters are the direct result of observational data and do not
make any assumptions about the pulsation mode of the stars.
As we mentioned above, two of the approaches for deriving
distances, and hence linear radii, presume to varying extents
fundamental mode pulsation; however, we reiterate that the
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Effective Temperature vs. Spectral Type
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FiG. 1. A plot of effective temperatures vs spectral type for the Mira vari-
ables observed, and comesponding giant/supergiant data from Dyck et al.
(1996).

third approach of Celis avoids such assumptions and pro-
duces numbers in rough agreement with the first two meth-
ods.

4.2 Effective Temperature Versus Spectral Type

In a previous paper (Dyck er al. 1996), we used angular
size measurements from the IOTA interferometer to investi-
gate the dependence of Typz upon spectral type for a large
sample (66) of giant and a smaller sample (11} of supergiant
stars. Qur results refined the mean Tgpe-spectral type rela-
tionship for giant stars from the spectral types K1 through
M7. The data set on luminosity class I and I-II stars in our
sample indicated that they are roughly 400 K cooler than
their giant counterparts at a spectral type of K4.5; the data
suggested that the effective temperature difference between
supergiants and giants approaches zero as the spectral type
approaches to M6. In contrast, the Mira variables observed
for this paper are considerably cooler than their giant coun-
terparts at spectral types later than M6.

For stars with effective temperature errors less than 250
K, we have plotted the spectral type and effective tempera-
ture data in Fig. 1, where we have included, for comparison,
the earlier results obtained for K and M giants and super-
giants. The mean value of the effective temperature as a
function of spectral subclass is listed in Table 6 for those
Mira variables shown in Fig. 1. The errors listed were ob-
tained from the standard deviation of the temperatures at
each spectral subtype. For the undersampled spectral sub-
classes M7.0 and M7.5, the error listed in Table 6 has been
estimated from the average error for better-sampled spectral
subclasses (M6.5, M8.0, M8.2), and scaled by J5/2 to ac-
count for differences in sample size. The data from sub-
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TABLE 6, Mean effective temperatures.

Spectral Mean Fitted
Type Tgrter(K) Tooere, (K
M6.5 29004270 2910
M7.0 2770410 2770
M7.5 2830:410* 2640
M8.0 2580225 2500
M8.5 25202280 2380

1. Error estimate (see §4.2).
2. Teppe= (M subclass) * (-273 + 40) +
(4690 530) K

classes M8.2-M9.0 has been collected together for a single
estimate of Tgpp at subclass M8.5.

Although the errors listed in Tggp listed in Table 6 are
sizable, a great deal of the spread could be due to inaccura-
cies in determination of spectral subclass for the Miras ob-
served. Since the spectral classifications were inferred rather
than direcily determined contemporaneously, the possibility
of slight misclassification exists. Examining the multiple ep-
och data of L&W and Lockwood (1972), there appears to be
approximately a half to full subclass of spread in the classi-
fication for stars as they pass through a given phase point. As
a consequence, the errors on spectral type were assumed to
be *£0.33 for the stars in our sample, except for R Agr,
which as noted in Sec. 3.2 was assumed to be *1.0. A rudi-
mentary Yine fit to our Tgpe-spectral type data (accounting for
errors in both spectral type and Ty results in a fit of
Tem=(M subclass)}*(—273+40)+(4690+530) K, with a re-
duced y*=2.47. As evidenced by the x’, the fit is indeed
rudimentary, but the gross result is that a change on one
spectral subclass would affect a change of roughly
ATpm~300 K. Contemporaneous spectral typing thus has
the potential to greatly reduce the scatter in T'ggp-spectral
type relationship.

Note that the Mira variables are substantially cooler than
the giant stars of the same spectral type. At spectral type M7
the Mira scale is offset to lower temperatures by nearly 400
K; at M8 the Mira scale is about 350 K cooler than the
temperature of RX Boo, an M8 giant. These results are a
general extension of the earlier finding that the more lumi-
nous stars are systematicafly cooler than the less luminous
ones (Dyck er al. 1996).

4.3 Effective Temperature Versus Phase

We expect from the photometric and spectroscopic stud-
ies that the effective temperature of a Mira variable will
change during its cycle of variability. As described in Secs.
3.1 and 3.4, phase and temperature as a function of phase
have been determined for each of the Mira variables ob-
served at IOTA. We have plotted the data for all the stars in
Fig, 2, where clearly there is a lot of scatter resulting from
the poor assumption that the stars are all identical. Neverthe-
less, we may see a clear trend when the data are averaged
into phase bins; this is shown in the figure as a solid line.

As a comparison we have taken the L&W and Lockwood
(1972) observations of the spectral types of several of the
stars we observed (R Agl, o Cet, S Her, U Her, X Oph, R
Peg) made over several cycles, converted them to effective
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FiG. 2. Effective temperature as a function of phase, including data obtained
on this program and data previously published for five other Mira variables.
Bin size for both the observed Mira variables and the predicted Mira vari-
able behavior is 0.2 of a period. The predicted temperatures have been
estimated from the Tgpe-spectral type relation illustrated in Fig. 1 and the
phase-dependent spectral type data of Lockwood & Wing (1971} and Lock-
wood (1972).

temperatures using the linear relation described in Sec. 4.2,
averaged the results and plotted the averages in Fig. 2 as a
dashed line. One may see that the expected variation of the
effective temperature, based upon the L&W and Lockwood
{1972} data, is such that it peaks slightly after maximum
visible light (at phase ==0.1) and has its minimum near phase
0.6—0.7; the amplitude of the variation is about 400 K, rang-
ing from 2500 to 2900 K. Averages of our heterogeneous
data are consistent with these patterns; we note that the great-
est deviation between the two sets of Tggg data is at a phase
of 0.7, where our data is the most sparse.

As was mentioned in Sec. 3.3, our analysis was repeated
for temperatires obtained without the use of angular size
scaling. A plot of these temperatures, not repeated here,
showed the same level of scatter and trends as the tempera-
tures determined from the Rosseland-scaled diameters so that
the effective temperatures are insensitive to this level of size
scaling. This is consistent with expectation that near infrared
uniform disk diameters should be reasonable as direct indi-
cavors of the true photospheric diameters of Mira variables
(Willson 1986).

4.4 Radius Versus Effective Temperature

It is also of interest to plot radius versus effective tem-
perature, which we have done in Fig. 3. Although there is
considerable spread with the uncertainty shared between
Tgpp error and the error in distance measurements, to first
order the relation appears linear. For the purpose of further
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Radius vs. Effective Temperature
soo'_ W Miras (minimum light)
A Miras (maximum light)
@ Other Mira data
s00 |
=
=
o 400
®
200 [
200 |- §
S | 1 L 1 i 1
2000 2250 2500 2750 3000 3250
Effective Temperature (K}

Fig. 3. Mira variable radius vs effective temperature. To first order these
parameters appear to be linearly interrelated for these stars. Initial multiep-
och data supports the hypothesis that these stars are varying along this line
over the course of their periods.

discussion, an error-weighted two-dimensional lincar least-
squares fit was performed upon the sample, with the follow-
ing result:

R
R=405= 16R 5 — 0.233:0.004 Tox(rm—zsoo K),
(3

with a reduced chi-square of 0.94.

Suppose that Miras variables, to first order, over the
course their cycles oscillate along the line segment fit to the
data, with their amplitudes limited by the observed locus of
data points. We can use our line fit to specify surface area as
a temperature dependent quantity; the product of that area
and the Planck function gives the total power at any wave-
length for a given temperature. The range of temperatures
can be estimated from the observed phase-dependent varia-
tion; in Sec. 4.3 the variation was indicated to be approxi-
mately 400 K, between 2500 and 2900 K. The fit of Eq. (3)
indicates a size range of 405 R to 310 Ry from minimum
ternperature (0 maximum temperature, a variation of roughly
25%, which is consistent with our observed radius variations.
Under this hypothesis, three features are predicted to be seen
in Mira variable observational data as the temperature varies,
First, the visible light flux reaches extremes at either edge of
the temperature range, maximizing at a temperature of about
2900 K and minimizing at about 2500 K. The difference in
flux over the course of the cycle comresponds to a factor of
2.9, or approximately 1.2 mag. Second, the X flux peaks at
about 2500 K, and reaches minimum value at about 2900 K.
In this wavelength band, the difference in flux corresponds to
a factor of 1.1, or about (.14 mag, Third, since the two
wavelength bands peak at separate temperatures, the V- and
K-band maxima exhibit a phase shift relative to one another

2155

during a Mira’s cycle. A cursory examination of our result
indicates that the value of the phase lag is approximately 0.5.

Each one of these three predicted characteristics of Mira
variables is in gross agreement with the actual observed be-
havior of Mira variables. The observed variation of a Mira
variable in the V band ranges from AV=2.5 mag up to
AV=6 mag for the more extreme Mira variables (e.g., R
Cas). Examining the K-band light curves presented in L&W,
we find a diminished K-band variability reiative to the
V-band variability. The K-band variation seen in the limited
L&W infrared data is in the AK==1 mag range. Also, the
delay of maximum with increasing wavelength is a well-
known characteristic of Mira variables (Pettit & Nicholson
1933; L&W; Barnes 1973); L&W observed the K-band lag
to be approximately 0.1-0.2. For each of the three light-
curve characteristics expected from our simple hypothesis,
there is poor specific agreement between the observations
and the expectations (e.g., AK perea=1 mag vs
AK pregicreq=0.14 mag); however, the gross agreement (e.g.,
phase lag prediction, diminished K variability) indicates that
to first order the simple line fit begins to explain the behavior
of the stars. Higher-order perturbations upon the line fit have
the potential to refine the agreement between the specific
numeric predictions and the observed data; such perturba-
tions will be calculatable when further multiple epoch data
becomes available.

As an observational check of this hypothesis, the sample
of two-epoch data we have at present (R Aql, R Aqr, X Oph,
R Peg, S Peg, and o Cet data from Ridgway et al. 1992) can
be plotted on a similar illustration as Fig. 3; the changes
observed in the effective temperatures and radii for these
stars is entirely consistent with this hypothesis and can be
seen in Fig. 4. For the stars observed at IOTA, there is an
average A¢=0.31 (range 0.23-0.41), whereas Ridgway
et al.’s o Cet data has A¢$=0.09.

4.5 Oscillation Mode

The results presented in this paper have the potential to
constrain the ongoing debate regarding the pulsation of Mira
variables. Specifically, the common lament is for improved
values for effective temperatures and radii (see Ostlie & Cox
1986; Petrl & Tuchman 1990). As an initial evaluation using
our data, we examine the period—mass—radius (PMR) rela-
tions developed by Ostlie & Cox (1986, hereafter referred to
0&C) by means of a linear pulsation study. For fundamental
mode and first-overtone pulsators, respectively:

log P=—192—-0.73 log M,+1.86 log R,
log P=—1.60—0.51 log M, +1.59 log R. @

From these two relations, estimates of the oscillation mode
can be calculated for a star of known mass, given observa-
tions of period and radius, with the caution that these rela-
tions generally apply to a mean radius for the star. We have
plotted our radivs and period data in Fig. 5 along with the
0&C relationships for fundamental and first-overtone pulsa-
tions; stellar mass is listed as a parameter for each of the
pulsation modes. Shown for comparison are the visible
HS&T results, and the infrared data for the other five stars
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Fis. 4. As Fig. 3, but for the five stars for which multiple epoch data has
been obtained. Multiple epoch data on o Cet from Ridgway et al. (1992)
have also been plotted. For the stars observed at IOTA, approximately one
third of a period has elapsed (A$=0.31, range 0.23-0.41), whereas Ridg-
way et al.’s o Cet data have Ag=0.09.

taken from the literature (as discussed in Sec. 3.6). Resulis
from other PMR relations developed by Fox & Wood (1982)
and Wood (1990) were also evaluated, producing essentially
the same results.

Using the O&C relations to determine the oscillation
mode of a Mira variable requires that an acceptable range of
masses for the stars be specified. These are generally estab-
lished by statistical arguments based upon numbers, galactic
distribution and expected lifetimes. There is not general
agreement for the Mira variables: Willson (1982), Weood
{(1982), and Willson (1986) favor a mass range 0.8
A< <30 while HS&T prefer 1.0
M < M<1.5.4 based upon arguments about mass loss
{Knapp & Morris 1983). The choice of mass range has in-
teresting consequences. In Fig. 5 we designate by lines the
regions for the two mass limits which support first-overtone
and fundamental oscillation modes. In this figure we have
plotted our data as well as the visible light data from HS&T.
For the wider mass range cited above, we find that our infra-
red data lie in both the first-overtone and fundamental oscil-
lation mode regions. For the narrow mass ranges, we see that
our data lie primarily between the regions indicating funda-
mental and first-overtone modes. Also, since a certain
amount of spread in our radius data could be due to distance
errors and potential stellar asymmetries, we can attempt to
circumvent these effects by examining our data set as a
whole. The unweighted average radius is 376+86 Ry, and
the unweighted average period is 36351 days (unweighted
since the dominant source of radins error is typically a 20%
distance error}; the indicated mass and mode of this compos-
ite data point could be taken to be either fundamental mode,
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Fis. 5. A plot of the derived radius and period data. Overplotted is the
visible-light Mira data of Haniff et al. (1995) and the previously-published
infrared data for the five other stars discussed in the text. Lines indicate
regions for fundamental and first overtone masses for both 0.8-3.0.%,
(dash) and 1.0--1.5.#¢ ranges (dot), as determined by the period—mass—
radius relations of Ostlie & Cox (1986). Mass increases with radins for a
given mode and period.

on the high end (~3.0 .#), or first overtone, on the low
end of masses (~0.8 .#). For these reasons we favor the
larger range of masses.

Note that the HS&T radii lie within our sample but ail at
the high end of the range of the radii. The mean radius from
the HS&T study is 443 Rg and from our study is 376 Rg
(with unweighted standard deviations of 43 Ry and 86 Ry,
respectively); that is, the HS&T radii are 18% larger than
ours in the mean. In contrast to our finding of either/neither
oscillation mode, dependent upon the mass range chosen,
HS&T’s results strongly indicated first-overtone oscillation,
due to the larger indicated diameter from their visible light
data. As a verification of our interferometric data, the other
infrared size data was examined for significant deviations
from ouwr results; the mean of 368 Ry, with a standard de-
viation of 39 Ry, is entirely consistent with our observa-
tions. The conclusion of HS&T strongly indicated that a nar-
Tow mass range is appropriate for Mira variables; the
different conclusions between our study and that of HS&T is
troubling and may be examined further.

We note that the data of HS&T incorporates, for each star,
multiple epochs of data without any apparent discrimination
for the proximity of these stars to maximum or minimum.
Hence, the radii determined by HS&T are in certain cases
averaged, in the presence of even coverage throughout the
cycle. A net result would be the reduction of overall spread
in their data set, indicating a 1.0.#,<.#<1.5.#; mass
range, narrower than the range indicated by our single epoch
data. While an average Mira radius might actually be more
appropriate for establishing stellar mass within the context of
PMR relations, we note that our data set average is outside
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the narrow mass range for either fundamental or first-
overtone pulsation, as discussed above.

An important source of errors arises from the lack of geo-
metrically determined distances. This is likely to scale the
whole set of radii, rather than to move the HS&T sample
selectively with respect to ours. In Sec. 3.3, we noted that
observations of o Cet (Karovska et al. 1991) indicated up to
a 20% asymmetry in the photospheric extension, a difference
coincidentally close to the difference in mean radii between
our study and the HS&T study. Could this be the cause of the
difference between our observations and the optical wave-
length data of HS&T? If this were to be the case, we would
need to observe the minor axis preferentially and HS&T the
major axis preferentially, an unlikely circumstance.

Independent of the distance estimates, however, we can
compare angular diameters of stars common to both data
sets. There are three stars common to the two data sets: R
Aql, R Cas, and U Ori. The angular diameters of these stars
derived by HS&T are systematically larger than ours by a
factor of 1.76+0.16. Although small-number statistics could
produce a systematic difference for the three stars, one
clearly expects some larger and some smaller radii if the
result is purely statistical. We may also examine the relative
angular diameters for the three stars, normalizing the values
to the radii of R Aql presented in our respective data sets; we
find

R Cas:U Ori:R Aql

_11.42+0.27:1.0620.26: 1.00£0.30 HS&T
T 11.26+0.11:1.03*x0.08:1.00=0.08 This paper.

We note that the “°E model” 8 values that HS&T preferred
have been used in the comparison; also, our ¢=0.90 R Agl
data have been used in the comparison, which is consistent
with HS&T’s ¢=0.06 R Agl data (both data points are at
maximum light); also, the R Cas and U Ori data are at maxi-
mum light for both HS&T and the data presented in this
paper. This result, which is more or less scaling independent,
is indicative of the general observational agreement between
our data sets and that more appropriate Rosseland mean scal-
ing factors would produce closer final results. As was noted
in Sec. 3.3, the lack of existing models to account for certain
aspects of the stellar pulsation physics has the potential for
peor agreement between Rosseland diameters derived from
differing wavelengths; the general observational agreement
between HS&T’s and our data sets is a strong indication that
more complete Mira variable models are necessary for
achieving complete agreement between the two data sets.
Comparison of the two data sets to the recent dynamic
atmospheres models of Bowen (1988, 1996}, aiso indicates
that the models utilized are incompletely describing the
brightness profiles of these stars. Close agreement of the P-L
relationship from the Bowen models with the observed P-L
data (Willson et al. 1996) sirongly suggests that dynamic
models are necessary for reconciling not only the two data
sets, but observational data in general with theoretical expec-
tations. Comparing the Bowen P-L relation (in the form of a
P-R relation) 1o both our data and HS&T’s (Willson 1996),
both sets derive radii in excess of that expected from the

2157

Bowen models. From the expected size at an average period
of log #=2.56, the HS&T E model data are too large by an
average 160 Ry, while our data at log P=2.57 are too large
by an average 94 Ry . The agreement of the Bowen models
with the observed P-L data, and the disagreement of our data
and HS&T’s, suggest that brightness profiles from dynamic
pulsation models will be necessary to reduce the interfero-
metric data with greater accuracy. Additional evidence arises
from the fact that the S&T models are unable to yield the
same Rosseland mean radius for each of the wavelengths
used in the HS&T study (Tuthill 1996).

One further concern regarding use of relations such as
those derived by O&C is the argument by Ya’ari & Tuchman
(1996} that pulsation features of long-period variables cannot
be predicted by linear analysis, but only by full, nonlinear
hydrodynamic models. PMR relations, or any similar rela-
tions accessible to the data in our sample set, unfortunately
do not yet exist for nonlinear models.

In spite of the many possibilities for uncertainty, we are
encouraged by the lower limit of the PMR data. Note of our
lowest mass fundamental mode-indicated oscillators dip be-
low the 0.8 .# lower edge. We note that an extension of
the upper end of the Mira variable mass range to 4.0 .#,
would include all but two of our stars in the fundamental
mode (S Or, 8 Peg being the exceptions), though at this
point the regions occupied by two modes begins to overlap
seriously.

5. CONCLUSIONS

The IOTA program of observing Mira variable stars has
resulted in a much greater number of near-infrared angular
size measurements for Miras; previous results were available
for only five of these stars. Determinations of T'ggy and ra-
dius are possible with the caveat that the radii depend upon
poorly-known distances; we have established an effective
temperature-spectral type relationship for the range M6.5—
M8.5. The period-dependent temperature and radius varia-
tions of these stars are interrelated, as would be expected.
The atmospheric models that are utilized in reducing the vis-
ibility data clearly play a significant role in the results ob-
tained; the inability of current models to describe the com-
plex extended atmospheres of these stars precisely at all
wavelengths is highlighted by the disagreement between our
infrared results and HS&T’s visible results. Although our
data indicate that Mira variables may oscillate in both fun-
damental and first-overtone modes, depending upon the star,
the disagreement with the HS&T results indicates that it may
be premature to draw firm conclusions about the oscillation
mode from the angular diameter data. However, our data
would appear to agree with estimates that the mass range for
Mira variables is 0.8-3.0 .#g.
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