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ABSTRACT

Interferometrically determined angular diameters for 37 KO—MS giant and supergiant stars are presented in
this paper. It is shown that the effective temperatures determined for this sample agree with previous
determinations made at CERGA and by occultations and that there is no significant difference among the
effective temperature scales set by the three investigations. The effective temperature data from the three
sources are combined to give a new mean relationship between effective temperature and spectral type
extending to spectral types as late as M7, where the precision is approximately £95 K at each spectral type.
The question of the natural dispersion in the effective temperature scale is discussed and found to lie
between =40 and 80 K. Several new supergiants have been observed and a previous suggestion is
confirmed that the supergiant temperature scale is cooler than the corresponding scale for giants, The
difference in temperature between the two luminosity classes decreases with decreasing temperature. Linear
radii for 22 stars have been computed by combining the angular diameter data with the best available
parallax data. The middle M giants have radii approximately 80 times the Solar radius. © 1996 American
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Astronomical Society.

1. INTRODUCTION

One of the last observational problems in stellar atmo-
spheres is the detailed study of the surface structure of a star.
The lowest-order measurable parameter of surface structure,
the overall size, is necessary for the determination of the
stellar effective temperature. In the H-R diagram, the
coolest region is the least well constrained by observation.
K-M luminosity class I-III stars are common and poten-
tially useful in galactic structure studies, as distance indica-
tors, so that their properties ought to be well understood.
Two decades ago began a renaissance in the study of stellar
angular diameters, with the development of speckle interfer-
ometry, lunar occultation studies, and Michelson interferom-
cters. Significant steps were made to delineate the effective
temperature scale for cool stars by Ridgway et al. (1980),
DiBenedetto & Rabbia (1987), DiBenedetio & Ferluga
{1990), and DiBenedetto (1993), using observations made
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primarily at near-infrared wavelengths, Forty-four stars were
used in these analyses.

In 1990 we began a program to measure angular diam-
eters for a large sample of cool stars. To date, the only results
which have been published are for &' Her (Benson ef al.
1991), for a Ori (Dyck et al. 1992) and for RX Boc and RS
Cnc (Dyck et al. 1995). Owing to the completion of the first
phase of construction of IOTA (the Infrared Optical Tele-
scope Array) and to improvements in the operating effi-
ciency, we are now in a position to increase this sample
manyfold. Here, we report new observations of 34 KO—M38
stars of luminosity class I, 1I, and 1Y and we rediscuss data
for an additional three stars already published. We are con-
centrating our observaiions at near-infrared wavelengths for
several reasons. First, these stars radiate most of their energy
at the longer wavelengths. Second, it allows us to compare
our results more directly to the previous determinations of
effective temperature, referenced above, and thus provide a
more homogeneous set for understanding the astrophysical
parameters for these stars. Third, and most important, it is
well known that many stars of this late type show the obser-

© 1996 Am. Astron. Soc. 1703

© American Astronomical Society * Provided by the NASA Astrophysics Data System



.111. 1705D

1996AJ. . .

1706 DYCK ET AL: K AND M GIANTS AND SUPERGIANTS

TaBLE 1. The program stars.

BS Name Spectral Type Ref Ay Fryr (W em®)
2061 « Ori Mi-2la-Ib 1 0.46 LIS % 10"
3619 RS Cne MGIILKS) 2 0.46 847 x 107
4909 TU Cvn MS3-1IL 1 0.0 2.21 % 10™
5299 BY Boo M4.5111 1 0.0 2.55 x 1077
5340 o Boo K131 1 0.34 5.83 x 10"

RX Boo M7.5-8 1 0.0 2.85 x 10"
5512 HD130144 Msllzab 2 3.32 x 107

t* Ser Mshla 1 0.0 420 x 19"
ST Her M6-TIIKS) 1 . 372 % 107

X Her M7 3 0.0 6.05 x 107
6056 & Oph MO.SI0 1 0.0 7.58 x 10717
6146 g Her Mé-[1L 1 0.0 1.08 x 1072
6406 o' Her M5Ib-EL 1 0.0 434 x 107F
6702 OP Her MSIb-Tila 4 @0 1.64 x 10
6705 v Dra K51I 1 0.0 9.06 x 10"
7009 XY Lyr M4.5-5+11 1 0.0 226 x 101
7139 & Lyr MA411 1 0.0 570 x 197
7157 R Lyr M5 2 ¢.0 123 % 1072
7525 ¥ Agl K301 1 0.37 553 x 107
7536 & Sge Mzi§ 2 0.0 432 x 19"
7635 v Sge MO-MIL 1 0.0 3.24 % 10M
7645 VZ Sge M4illa 2 230 x 10
9733 31 Cyg Kdlb 5 06 175 % 10™
7751 32 Cyg K3lab 5 0.0 211 x 16"
7886 EU Del M6 1 0.0 503 x 1O
7941 U Del MSII-IL 6 0.0 283 » 107
7951 EN Agr M3IIL 1 0.0 252 % 1g™
8062 HD200327 M4.51IKS) 1 0.0 842 x 10M
8079 K Cyg K4.51b-11 1 0.34 23] = 10"

. VI070 Cyg M7 7 307 x 10"
8262 W Cyg MS]lla 2 0.0 5.88 x 1"
8308 & Peg K21b-i1 1 0.58 7.83 x 10

TW Peg M6-7 3 3.08 % 107
8V Peg M7 ] 2.78 x 10"

RX Lac Mé 8 237 = j0
8698 * Age M2.5111 1 0.0 403 x 10"
8775 B Peg M2.51-17 1 0.0 1.63 x 10"

References for spectral types used In Table 1: (1) Keenan & McNeil (1989), (2) Hoifteit (1982),
€3} Lockwood (1972), (4) Keenan (1963), (5) Wright ¢1970), (6) Keenan (1942), (7) Moore &
Paddock {1950), (8) Kukarkin et al. {1569).

vational effects of circumstellar dust shells. Tsuji (1978)
pointed out that the dust is often hard to separate from the
photosphere, making a determination of the photospheric di-
ameter problematic. At optical wavelengths, the dust par-
ticles can scatter the stellar radiation while in the thermal
infrared the dust reradiates absorbed stellar energy. Light at
near-infrared wavelengths, on the other hand, will penetrate
to the steliar photosphere.

The selection of sources was governed by expected angu-
lar size, based upon blackbody calculations, and availability.
The stars observed here are mostly in the spring and summer
parts of the sky. We did not include in the sample any known
Mira variables or stars with optically thick circumstellar
shells. The sources are listed in Table 1, where we give the
Bright Star Catalog number (Hoffleit 1982), an alternate des-
ignation, the adopted spectral type, the source for that spec-
tral type, the assumed interstellar reddening, and the bolom-
etric flux.

Using the data reported in this paper, along with the pub-
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lished occultation and Michelson interferometry data, we as-
semble a sample of 80 independent observations of K and M
giant and supergiant stars, with spectral classes extending to
MB8. We show that the effective temperature scales previ-
ously established are correct and extend them to later spec-
tral types. For the first time, we have enough stars to assess
the spread in effective temperatures within a spectral subtype
and evaluate the natural width of the effective temperature
scale for a given spectral type. The comparison of effective
temperature scales for giants and supergiants is readdressed
(Dyck er al. 1992), with the conclusion that supergiants are
indeed systematically cooler at a given spectral type. Finally,
we look at the linear radii for the few stars which have ac-
curate parallax data.

2. OBSERVATIONS

The new data reported in this paper were obtained in the
K (A=2.2 gm, AN=0.4 pm) filter with IOTA. The interfer-
ometer, detectors, and data reduction procedures have been
described more fully by Carleton er al. (1994) and Dyck
et al. (1995), IOTA is presently operated in a two-telescope
configuration and infrared observations were made on 31
nights during 1993, 1994, and 1995. Completion of the
vacunm delay system during the summer and fall of 1994
has made possible the use of all available baselines, although
only two, 21 and 38 m, were used for the observations re-
ported herein. We sweep the optical delay line past the white
light fringe position at a rate which produces an interfero-
gram with a fringe frequency of 100 Hz. The data-collection
window is sufficiently long that all of the interference pattern
from a source {the interferogram) is recorded as the optical
delay line sweeps past the white light position. The beams
from the two telescopes are combined onto a beamsplitter,
producing a reflected and transmitted component for each
telescope. Thus, two independent interference signals may be
recorded simultaneously for each object observed. Improve-
ments made to the data-taking computers and software dur-
ing 19941995 routinely allow us to obtain [500-2000 in-
terferograms in each data channel in an § hr night.

The interferograms are digitally filtered with a 100 Hz
square bandpass filter and normalized by the total flux from
the source. For a perfect optical system, the amplitade of this
normalized interferogram (called the visibility amplitude or
simply the visibility) is directly related to the angular diam-
eter of a partially resolved stellar disk, in the sense that
smaller visibility amplitudes correspond to larger angular
sizes. An unresolved source will have unit visibitity. How-
ever, alignment errors and other system aberrations will re-
duce this point source response below unity. Therefore, ob-
servations of program stars are interleaved with observations
of unresolved calibration stars in order to determine the in-
terferometer point-source response and to minimize the ef-
fects of its variations. Stellar calibration sources were chosen
on the basis of blackbody calculations from the star’s known
spectral type and observed flux, We tried to restrict our se-
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TaseE 2. Calibrated visibilities in the 1wo channel data.

Star UT Date B(m) Vo [ v, g, Star UT Date B{m) Ve [N v, &,
Y Aql 95Jund% 1574 0.508 0.001 0.454 ©.004 g Her 95Apri0 2067 0.644 0.039 0,573 0.030
v Aql 95510 35,30 0.616 0.028 0.600 0.023 g Her 95May01 2082 0.535 0,018 0.462 0.016
¥ Agl 955unll 36.07 0710 0.067 OP Her 95Jun04 37.44 0.775 0.003 0.797 0.012
¥ Aql 55)uniz 36.14 0.782 0.033 0.612 0.021 QP Her 95Jun03 37.50 0.753 0.007 0719 0.005
L Aqr STl 3112 0.664 00?8 .. ST Her 957un03 36.90 0481 0005 0.462 0013

EN Agr 95Iui08 36.32 0777 0.025 0.781 0.062 ST Her 95Jun04 36.92 0.431 0.011 0.387 0.011
o Boo 94May 19 w4 0329 0.035 ST Her 95Jum0s 36.89 0.435 0,015 0.436 0.011
o Boo 94May20 2114 e 0.259 0.005 X Her 95Ap129 20.44 0.687 018 0.671 0.002
3Y Boo 953un03 3736 0.713 0.001 £.700 0.010 X Her 95Maytl 20.25 0.687 0.004 0.594 0.003
3Y Boo 95Jun04 3123 0.641 2.009 0.593 0.013 X Her 95Jun03 37.50 0.193 0.002 0.180 0.003
3Y Boo 95Jun05 1729 0.692 0.001 0.616 0.016 X Her 95Jund4 3718 0.220 0,001 0.229 0.008
&X Boo 94Tan21 21.13 0239 0.019 0238 0.013 RX Lac 9510110 37.40 0.622 0.038 0.821 0.046
RX Beo 94Apr1S 2121 0.443 0.018 0381 0018 8 Lyr 94Aprie 2142 0.895 0.039 0772 0.044
RX Bao 94May05 21.15 0.505 0.026 0472 0.038 8 Lyr 94Mayls 21.23 0.862 0.039 0.997 0.048
RX Boo 94Mayle 2121 0.253 0.02% 8 Lyr 95Jun05 37.63 0.370 0.006 0.356 £.008
RX Buo 94May20 2012 0.165 0.002 8 Lyr 957ui09 3726 0372 001! 0373 0001
RX Boo 94Jun02 2119 0.259 0.017 R Lyr 95Apr29 20.70 0572 0012 2482 0615
RX Boo 94Jun03 212 e e 0316 0.005 R Lyt 95Apr30 2071 0.689 0.006 04.610 0.001
RS Cne 93Decil 2121 0.713 0.032 0.701 0.024 R Lyr 95May0l 20.53 0.704 0.031 0.618 0.026
RS Cnc 94Jan14 2121 0.456 0.029 0512 0.027 XY Lyc 981und2 37.59 0.590 0.007 0,647 0,015
RS Cne 947an20 2121 0.528 0,057 0402 0.053 XY Ly 95Jun03 37.00 0.663 0.010 0.660 0411
RS Cae 94Jan1 2121 0.417 0.041 0422 0.016 XY Lyr 95Jun04 3710 0.676 0.003 0712 2.016
i CVn 951ull0 3740 0.564 0.041 0.642 0.049 5 Oph 95Juni3 3582 0477 0.028 0.488 3,028
W Cyg 95Jun02 3584 0.270 0.02% 0359 0.0350 & Oph $3dull2 2997 0.59% 0.027 0573 ©.039
W Cyg 93un0s 3675 0.579 0.003 0.171 0.602 P Peg 93Deci0 2118 0.433 0.033 0489 0.036
£ Cyg 95Ml10 37.82 0.499 0.033 0.680 0019 P Peg 941un09® 2121 0689  — 0.033 0,510 0,632
1070 Cyz  95JunD4 3721 9584 0.003 0.655 0.009 € Peg 95Jun12 36.70 0.622 0.022 0.559 0.042
1070 Cyg  95Jun0s 36,76 0.573 0.001 0.584 0.001 & Peg 957ul06 36.64 0.618 0.015
31 Cyg $5Hul10 3742 0.671 0.0601 0.7943 0.066 % Peg 931ul07 36.52 0.664 0.021 0.696 0.005
32 Cyg S5hIL0 .29 D.647 057 0.778 0.069 SV Peg 957ul10 313 0.460 0030 0.602 0.043
EU Del 95Jun10 16,90 0,372 oolg 0.437 o.010 TW Peg 951ul09 37.38 0.447 0.008 0491 0012
EU Del 95hunll 36.99 0.346 0069 .. 5 Sge $5Jun07 36.86 0.653 0.016 0.650 0.011
EJ Dei 95Jun12 36.93 0.394 0.004 0483 0.014 § Sge 95Jun09 3679 0.560 0.015 0.531 0.016
U Del 95Jul0s 16.84 0.570 0.009 & Sge 95Junlo 35.86 0514 0.013 0.578 0.013
U Del 95Jul07 36.60 0.562 0.001 0.604 0.009 Y Sge 95Junll 3699 0.835 0.042 - e
y Dra 9502 36.73 0.596 o011 0.533 0.008 VZ Sge 95Jun12 3681 0.856 0.025 0.985 0.061
Y Dra 95Jun03 3668 0.409 0.001 0371 0.008 v Ser 950und? 35.75 0.437 0.001 0480 0.006
¥ Dra 95Jun04 36.76 0.407 0.018 0463 0.022 ' Ser 95Jun0y 3578 0410 0.004 0401 0.002
y Dra 955un0S 36.66 0325 0.0122 0252 0.015 * Ser 95Jun10 3591 0.389 2010 0430 0.007
g Her 95Apr28 20.84 0.493 0.025 0.414 0.024 BSSS12 95hunl0 36.62 0.587 0.006 0.600 o021
g Her 95Apr29 2068 0.534 0011 0.532 6.024 BSS512 95Tuni3 36.52 0.589 0.004 0.542 0.004
BS3062 95hul10 37.62 0.925 0.052 0.987 0.080

lection to sources with visibilities greater than 90%, so that
errors in these estimates, that propagate to the program star
visibilities, would be minimized. The amplitude of a filtered
source interferogram is determined and divided by the corre-
sponding amplitude for a calibrator interferogram, to remove
the point source response of the instrument. The resulting
ratio is the properly calibrated visibility amplitude for the
source. In Table 2 we list the observed data, where we give
the date of the observation, the interferometer projected
baseline, the mean visibility amplitude in each of the two
detector channels, obtained from multiple interferograms,
and the standard deviation of the mean for each channel.
We noted earlier (Dyck et al. 1995) that the interferom-
eter internal consistency on a given night was better than that

for repeated observations over more than one night. We now
have a sufficient body of repeated nightly observations to
quantify that difference: For a source which is about 50%
resolved, the standard deviation for a single night’s observa-
tion in one data channel is =0.072. Although we do not yet
fully understand the reasons for the differences, they appar-
ently arise from small changes in the instrument response
which are incompletely calibrated out by the observation of
unresolved sources. Because these night-to-night, external,
errors are larger than the errors listed in Table 2, we adopt
them as a better estimate of the true precision of the visibility
observations. Por the purpose of computing the angular di-
ameters and effective temperatures, we have averaged the
visibility data in Table 2 and assigned an error based upon
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TagLE 3. The derived data.

Star

8up €y B, Ters Er
(mas) (mas) (mas) (K) (K}
w Ori 442 02 452 3605 43
RS Coe 14.8 0.3 15.1 3245 67
TU CVn 74 0.6 7.6 3281 139
BY Boo 6.2 03 6.9 3547 89
« Boo 19.1 1.0 195 4628 133
RX Boo 184 0.5 18.8 2943 53
BS5512 7.9 04 81 3841 102
1* Ser 0.8 0.3 100 3348 65
ST Her 93 0.3 9.5 3334 a7
X Her 12.1 04 124 3300 67
5 Oph 93 0.5 9.5 3983 117
g Her 149 05 152 3438 71
o' Her 33 05 337 3271 46
OF Her 5.4 0.5 5.5 3565 170
¥ Dra 9.6 03 9.8 4099 80
XY Lyr 6.8 03 6.9 3442 86
8 Lyr 96 04 98 3665 28
R Lyr 13.3 0.6 136 3759 96
v Aql 7.6 0.3 78 4072 94
& Sge 7.8 0.3 8.0 3T 85
v Sge 4.6 1.1 4.7 4579 550
VZ Sge 32 1.1 33 5039 868
31 Cyg 59 06 60 3466 18]
32 Cyg 62 06 63 3543 476
EU Del 9.7 0.4 9.9 3520 84
U Del 15 0.5 21 3378 i14
EN Aqr 55 0.7 5.6 3933 255
BS8062 2.3 1.1 24 4624 1107
£ Cyg 7.5 0.6 7.7 3491 146
VIgI0Cyg 76 04 78 3515 101
W Cyg 115 04 1.8 3361 7
€ Peg 73 0.4 15 4532 135
TW Peg 89 0.6 9.1 3277 117
5Y Peg 8.3 0.6 3.5 3281 125
RX Lac 6.1 0.6 62 3638 £84
x Agr 8.9 1.0 9.1 3477 200
B Peg 14.3 0.7 146 3890 106
the formula
0.072
epy==%* .
(Number of Nights) {Number of Data Channels)

(1)
We computed average baselines and unweighted mean vis-
ibilities and assigned the standard errors based upon this for-
mula. In Table 3, we list the uniform disk angular diameter,
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FIG. 1. A comparison of the uniform disk angular diameters determined with
I0TA and CERGA, for six stars measured in commor. The dashed line
delineates the equal-diameter locus.

8yp, in milliarcseconds (mas), computed by fitting the
Bessel function J; to the mean visibility at the baseline.
When stars were observed on more than one baseline (i.c.,
when there was more than about 5% difference in the base-
line}, angular diameters and errors were computed for each
baseline and only the weighted mean angular diameter and
its weighted error are given in Table 3. We have also in-
cluded previously published data for o' Her (Benson et al.
1991), a Ori (Dyck et al. 1992), and RS Cnc (Dyck ef al.
1995). RX Boo is also repeated because new observations
were obtained in 1994,

There are six stars—a Boo, y Dra, R Lyr, 8 Peg, 31 Cyg,
and 32 Cyg—-which have been measured both at IOTA and at
CERGA, but with different approaches to the fringe visibility
detection. A comparison of the uniform-disk angular diam-
eters is shown plotted in Fig. 1. From the plot, one can see
that the measurements of the three stars with ;p=10 mas
agree well. However, the measurements of the three larger
stars differ, in the sense that the IOTA diameters are, on
average, 90% of the CERGA diameters. For these larger
stars, we have also compared the visibility measurements
directly, in addition to the uniform-disk diameters and there
clearly is a systematic difference between the data sets. Six
stars measured in common are too few to allow us to decide
whether there is a general systematic difference or simply the
statistics of small numbers at work. We note that a 10% error
in the angular size results in a 5% error in the effective
temperature scale.

3. EFFECTIVE TEMPERATURES

We have been careful to choose, where possible, stars that
are classified on the MK system, preferring spectral types
estimated by Keenan and his co-workers. Second choices
have been spectral types from Hoffleit (1982) and Lockwood
(1972), both of which correlate very well with the Keenan
types. In a few cases, other alternative sources were neces-
sary. Total flux densities were obtained from magnitudes
published in references in the SIMBAD database and in Gezari
et al. {1993). We have estimated the effects of interstellar
reddening by using the observed and intrinsic colors for the
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spectral type (Johnsen 1966; Schmidi-Kaler 1982). Redden-
ing corrections for each wavelength were obtained from van
de Hulst’s theoretical reddening curve number 15 (see
Johnson 1968). There is very little difference between this
theoretical curve and the empirical reddening determination
made by Mathis (1980). Monochromatic flux densities at
each wavelength were obtained from the magnitudes using
absolute calibrations by Hayes & Latham (1973), Hayes
(1984), and Blackwell ef al. (1983). Bolometric flux densi-
ties were generally computed from a simple numerical inte-
gration of the observed monochromatic flux densities from
045 to 5 pm. Flux contributions beyond 5 um were esti-
mated by integrating a Rayleigh-Jeans distribution, normal-
ized to the 5 pm flux density. For eight stars, not enough data
were found to carry out a complete bolometric flux density
integration. In this case the mean relationship between flux
density at K (2.2 wm) and total flux as a function of spectral
type (Dyck et al, 1974) was used to estimate the bolometric
flux density.

In order to compute the effective temperature, it is neces-
sary to convert the uniform-disk angular diameters to limb-
darkened diameters through the use of model atmospheres. It
has been noted that these corrections are generally small in
the infrared, so that errors will not greatly affect the results
(see, for example, DiBenedetto 1993). As we have done in
the past (Dyck et al. 1995), we used the models of Scholz &
Takeda (1987) to compute these numerical correction factors.
Following the suggestion of Scholz (1985} we compute a
fictitious angular diameter &, corresponding to the level in
the atmosphere where the Rosseland mean opacity is unity.
These corrections are nearly independent of spectral type
over the range of temperatures and luminosity classes con-
sidered here and have a mean value 85~=1.022 6. We have
adopted this conversion for all stars observed in this study,
This correction factor is approximately the same as those
used for the CERGA and occultation results, so that our re-
sults and theirs may be directly compared.

The effective temperatures Tgpe and their errors ey are
listed in Table 3, where we have computed the effective tem-
perature from

Tere= 1.316X 107

Fror ¥
7 ) K. (2)
F 1oy 18 the bolometric flux, corrected for interstellar redden-
ing (in W em %) and 05 is the Rosseland mean stellar angu-
lar diameter (in mas). The error in Ty is obtained from the
errors in the total flux e, and in the angular diameter €,
through the relationship

1 € 2 1 € 27122
—( =]+ J—) . 3)
16 | Fygr 4\ 6yp

The errors in the angular diameters are listed in Table 3.
The error in the bolometric flux density was assumed to be
an average for the entire sample of stars, dependent upon
several factors. First, there are errors which depend upon the
photometric system and upon the intrinsic variability of the
stars observed. Most of our program stars are small-
amplitude variable stars. We attempted to establish a reason-
able level for the variability (and dispersion for different ob-

€r

Tepr

1709
5000 T T T T y T T
i TOTA data +—
{ CERGA data +8—
) 4500 b E Occultation data ------- 4
2 o %
& L e .
E 4000 .4 I
: IS
= 3500 | ? T ; 1
=
g it
= 3000 | 37
2500 L—t ’ A Lo, _ L P
KO Kz K4 MO0 MI M4 M6 MS
Spectral Type

FiG. 2. A plot of the effective tetnperature measurements for K and M giant
stars, made by TOTA and CERGA, as a function of spectral type. For com-
parison, the effective temperature scale determined by Ridgway et gl
(1980) is shown as a douted line,

servers) from infrared data compiled by Gezari ef al. {1993)
for similar kinds of stars, but not necessarily the same ones
observed for this program. This was necessitated by the fact
that, often, very few repeated observations existed in the
Catalog of Infrared Observations for our program stars.
From a sample of 268 repeated 2.2 pm observations of nine
small-amplitude variable K and M giants and supergiants, we
determined the relative error in the flux density to be =0.08.
Second, there are errors caused by misestimates of the red-
dening which may result from errors in the measured color,
errors in the assigned spectral type or errors in the intrinsic
color scale. We tried to evaluate this source of error by scru-
tinizing those stars in our sample that lie at galactic latitude
b=40°, where interstellar reddening should (statistically) be
small. Seven stars in our sample satisfied this criterion, for
which we computed the color difference
A=(B-V)—(B—V),. The mean value of the difference
was 0.01, confirming that the mean color excess for the
group is low, and the rms value was 0.09. Thus, we adopt an
uncertainty of 0.1 in the reddening, and have not applied any
corrections to the observed fluxes for stars with E(B
—V}=0.1. Third, there are uncertainties resulting from er-
rors in the flux calibration. Following Blackwell & [ynas-
Gray (1994), we estimate the error from this source to by
+(.05. Summing all three contributions together in quadra-
ture yields +0.14; we adopt +0.15 as a conservative average
for the sample.

A few of the stars in our sample are not very well resolved
and these tend to have large errors in the effective tempera-
tures. However, there are 34 stars listed in Table 3 with es-
tisated errors less than about 250 K; 29 of these are giants of
luminosity class 1I or III and the remaining five are super-
giants. In Fig. 2 we have plotted the 29 highest-precision
giant star effective temperatures as a function of spectral
type, where the data are shown as filled diamonds {4 ). For
comparison, we have included the temperatures measured at
CERGA, represented by open squares ({1}, and the mean
effective temperature relationship determined by Ridgway
et al. (1980), shown as a dotted line. The first conclusion
from this study is that results from all three methods agree
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TABLE 4. Supplemental occultation angular diameters and effective temperatuores.
BS Star Spectral type Frgr (Wem™) 8 (mas) €, {mas} Teer (K) er (K}
1407 75 Tau K1 4.13E-14 2.36 0.25 3866 210
1845 119 Tau M2 Iab-Ib 5.4E-13 9.83 0.07 3558 45
3357 & Cne KSIII 7.23E-14 3.27 0.13 3773 87
3461 &Cne KO Ik 1.01E-13 2.35 0.27 4645 250
SW Vir M7 I 7.46E-13 17.00 0.11 2966 36
HID 142804 M1.5 11 5.94E-14 2.67 0.17 3976 135
6134 a Sco ML.5 Iab-Ib 8.73E-12 45,65 275 3348 108
8850 X Aqr M3 Ul 2.51E-13 6.07 0.16 3780 67

very well. Our detailed comparison of the combined mean
Michelson interferometry data with the Ridgway et al. scale,
indicates that there is an rms difference of about 2% over the
entire range, but that the difference is substantially greater
than the dispersion in the Michelson data only at two spectral
types. We conclude that the agreement between the com-
bined Michelson interferometry temperatures and the occul-
tation temperatures is essentially perfect.

The agreement indicated in Fig. 2 suggests that we may
reasonably compare all the available effective temperature
estimates from occultations and Michelson interferometry.
We have taken the 20 best-determined stars (errors=250 K)
from Ridgway et al. (1980) and added to them additional
published results from the Kitt Peak occultation program.
Restricting this latter sample to stars which have spectral
types assigned by Morgan & Keenan (1973}, Keenan & Mc-
Neil {1989) or the Bright Star Catalog, we obtain eight ad-
ditional stars (six of which are giants) with errors <250 K,
the parameters for which are summarized in Table 4. The
bolometric fluxes for the stars in Table 4 were determined in
approximately the same manner as those in Table 1, except in
many cases new, unpublished photometry were obtained. We
could, in principle, also add the optical wavelength data from
the Mark III interferometer (e.g., Hutter er al. 1989; Mo-
zurkewich et al. 1991), but effective temperatures were not
published for those angular diameter measurements.

We have combined together the 66 occultation and near-
infrared Michelson interferometry temperature determina-
tions for giant stars to determine the “best’ estimates for the
mean effective temperatures as a function of spectral type.
The procedure was to bin the data in spectral subclasses and
form an unweighied mean value. Within each bin, we kept
track of the values of the differences, AT, between indi-
vidual temperature determinations and the mean. Then, in
order to smooth the data, we performed a boxcar averaging
operation across the spectral types, taking *1 spectral sub-
type as the width of the boxcar filter, The results of this
averaging and smoothing procedure are listed in Table 35,
where we have also listed the older effective temperature
scales of Ridgway ef al. (1980) and DiBenedetto & Rabbia
{1987). Determining precise errors for each spectral subtype
mean iemperature is difficult because of the smoothing pro-
cedure. However, we may obtain a reasonable estimate of the
average error by considering the distribution of differences,
AT, which we find to be approximately Gaussian. Taking the
tms value of the 53 differences, we find AT, ~145 K.
There is an average of 2.4 stars per spectral type bin, so that

an average error for each effective temperature estimate may
be taken to be e;=AT,,/v2.4~95 K. We adopt 95 K as
the uncertainty at each spectral type for our new, mean ef-
fective temperature scale.

The natural spread in the effective temperatures at a given
spectral class is astrophysically interesting. We measure
AT ..~145 K, which must consist of at least three compo-
nents; (1) The natural dispersion; (2} the observational error
in measuring the effective temperature, and (3) The observa-
tional error in determining the spectral class. We may esti-
mate the second of the errors listed above by taking the rms
value of the errors assigned to each individual effective tem-
perature determination. For the stars in the combined sample
this results in about %120 K. Trying to estimate the error in
the spectral class is more difficult. Gliese (1973) has looked
at the variation in MK spectral classification for K dwarf
stars in the literature and has found a dispersion of *0.6. For
the sake of further analysis, we assume that this value is
representative of the classification errors for the stars pres-
ently under consideration. The average slope for the K and
M giants is roughly 120 K/spectral class, so that a dispersion
of =0.6 spectral types would correspond to a dispersion of
temperature of about =70 K. Subtracting these last two
sources of error in quadrature from the measured dispersion,
we find that the natural dispersion in the effective tempera-
ture could be as small as about =40 K. In fact, the errors in

TaBLE 5. The mean effective temperature scale.

Mean effective temperature scale (K)

Ridgway et al. DiBenedetto &

Spectral type This work (1980) Rabbia (1987)
K11l 4510 4610
K210 4370 4450
K3 4230 4270 4280
K4 111 4090 40935 4115
K51l 3920 3980 4000
MI1IIT 3835 3810 3715
M2 I 3740 3730 3685
M3 I 3675 3640 3630
M4 IO 3595 3560 B
M3 1 3470 3420
M6 11T 3380 3250
M7 I 3210 -

Note to TaBLE §

The estimated uncertainty for the effective temperatures determined in this
paper is *95 K for sach spectral type.
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FiG. 3. A comparison of the supergiant effective temperatures to the mean
effective temperature vs spectral type relationship for giant stars. The line
simply connects the mean points for the giant temperatore scale but has no
other significance,

spectral type are undoubtedly smaller than the value we have
used, since the types have come from one principal source. If
there were no errors at all in the spectral type, then the natu-
ral dispersion would be about =80 K. The true value prob-
ably lies between these two estimates.

There are fewer stars among luminosity classes I and I-11,
so that a detailed analysis is not justified. However, in Fig. 3
we compare the available supergiant effective temperature
data to the mean relation for giants just established. It is clear
that most of the supergiants lic well below the mean giant
data, with the one exception being e Peg. The second con-
clusion of this work is to confirm our previous results (Dyck
el al. 1992) for the higher luminosity stars, namely, that they
are cooler at a given spectral type than their giant counter-
parts. Further, one can see a general decline of the tempera-
ture difference with advancing spectral type. Combining the
IOTA and CERGA data, there are four K supergiants with
spectral types between K4 and K35 (averaging slightly
warmer than K4.5); taking mean values, we find Type=3588
K at this spectral type. From our mean relationship at K4.5,
we find an average effective temperature Tpp=4005 K.
Thus, the luminosity class I stars are roughly 400 K cooler
than their luminosity class III counterparts at spectral type
K4.5. Between spectral types M1 and M2, there are three
supergiants in the IOTA and supplemental occultation
sample, which average slightly cooler than M1.5. Our rela-
tionship predicts a mean giant temperature of 3760 K, about
240 K warmer than the three supergiants. Our lone super-
giant at M35, a Her, is 200 K cooler than the M3 giants, but
only lies about 1.5 times the combined errors away from the
mean value for the giants, At present we have no explanation
for the position of ¢ Peg in the H-R diagram. We have
checked the spectral type and there seems to be no possibil-
ity of a misclassification in luminosity. Further, if there were
an unseen double star in the field of view of the interferom-
eter, the effect would be to reduce the visibility, increase the
angular diameter and lower the effective temperature, oppo-
site to the observed effect. This star will require more de-
tailed study to understand the observations,

1711
TaBLE 6. Estimates of mean lincar radii.

Speetral type R¥IRg
K111 16x2
K411l 31=*6
MO L 402
M4 1L 83+19

4. LINEAR RADII

With the newly determined angular diameters, it is tempt-
ing to hope that there are existing parallax data which would
allow one to compute linear radii. In fact, the supergiants are
beyond the range of classical ground-based astrometric capa-
bilities and very few of the giants have well-determined par-
allaxes. Nevertheless, we have correlated the angular diam-
eter data from IQOTA, CERGA, the Mark III, and occultations
with the best parallaxes in the General Catalogue of Trigo-
nometric Stellar Parallaxes (Jenkins 1963). Twenty-two stars
were found with parallaxes, 7==3 e,, where € is the mea-
surement error. Because many of these parallaxes are only
three to four times the error, we have binned the observations
into spectral type ranges KO—K2 {mean K1), K3—KS5 {mecan
K4), K7-M0.5 (mean M1), and M2—M6 (mean M4). The
estimated error for each mean spectral type is the standard
deviation of the mean of all values within the spectral type
range. The results are listed in Table 6 as R /R, , the ratio of
the stellar radius to the Solar radius. We note, as expected,
that there is a general increase of the size of giants as one
progresses toward the cooler types, with about a factor of 2
increase in size for each decrease of 500 K in the effective
temperature. We have compared our estimates of stellar sizes
to those given by Schmidt-Kaler (1982) and find the agree-
ment reasonable at the hotter types. To our knowledge there
have been no published estimates of linear radii for giants
later than early M. However, when the Hipparchos data are
available there should be a dramatic increase in high-quality
parallaxes, so that linear stellar scale sizes will be well de-
termined to at least M8.

5. ESTIMATING APPARENT ANGULAR DIAMETERS

In this paper we have focused on the determination of
stellar effective temperatures based on measured angular di-
ameter and photometry. It is often desired to invert this pro-
cess and estimate the angular diameter based on photometry
and T calibrations. A convenient procedure is to use pub-
lished compilations of spectrophotometry to estimate the bo-
lometric flux and to use a Tpp versus spectral type calibra-
tion along with Eq. (2) to compute the limb-darkened
diameter. We have carried out this calculation and present the
results in Table 7 in the form of Rosscland mean angular
diameter {in mas) for a star of K magnitude zero. For con-
venient reference, we have carried out this calculation for
eatlier spectral types as well as those discussed in this paper.
The types earlier than G are based on intensity interferom-
etry results (Hanbury Brown et al. 1974). The G stars are
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TasiE 7. Rosseland mean angular diameters versus spectral type for K=10.

Spectral type 8 (mas) Spectral type 8y (mas})
BO 1.92 MO 5.64
Al 321 M1 5.78
FO 361 M2 5.87
F& 4.35 M3 5.95
G8 4.68 M4 5.98
KO 4,75 M5 0.10
K1 4.98 MéG 6.60
K2 522 M7 7.11
K3 532 M8 (7.9)
K4 547 M9 (8.4)
K5 5.54 M10 (8.8)

based upon the results in Ridgway er al. (1980) and the KO
through M7 stars are based upon the Tggp calibration pre-
scnted in this paper. Stars later than M7 are merely an ex-
trapolation of the latter calibration and are only included as
preliminary estimates which may be useful in planning ob-
servations.

In order to predict an observational result from Table 7, it
will be necessary to multiply the Rosseland mean angular
diameter by a limb-darkening correction to yield an appro-
priate uniform disk angular diameter. The correction will be
wavelength dependent, but typically in the range (.§-1.0.
We expect that the apparent diameters estimated in this way
will be useful as guides and may not be accurate to more
than about 10% over the visible and near-infrared parts of the
spectrum.

712
6. CONCLUSION

We have shown that it is possible to amass a large quan-
tity of angular diameter data for K and M giants and super-
giants, using existing ground-based interferometers. Ap-
proximately one-third of such stars available to IOTA have
now been observed and new effective temperatures com-
puted. From an analysis of the statistics of these tempera-
tures, we do not believe that further observations in the spec-
tral interval KOIIl to M7IIl will add much new
astrophysical information. A more fruitful investigation
would be to concentrate observations on those small-
amplitude giant variables with spectral types later than M7,
and to push the effective temperature scale to its’ ultimate
limit in the H-R diagram.
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